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import random  
import numpy  
import tkinter  
root = tkinter.Tk()  
variant = 306  
x1\_min = 10  
x1\_max = 40  
x2\_min = 15  
x2\_max = 50  
y\_min = (20 - variant) \* 10  
y\_max = (30 - variant) \* 10  
xn = [[-1, -1], [-1, 1], [1, -1], [1, 1]]  
x = [[-40, 30], [-40, 80], [20, 30], [20, 80]]  
m = 5  
k = 1  
d = {5: 2, 6: 2, 7: 2.17, 8: 2.17,9: 2.29, 10: 2.29, 11: 2.39, 12: 2.39, 13: 2.39, 14: 2.49, 15: 2.49, 16: 2.49, 17: 2.49, 18: 2.62, 19: 2.62, 20: 2.62}  
def romanovski(m, d, y, y\_mean):  
 dispersion = []  
 for i in range(len(y)):  
 dispersion.append(0)  
 for j in range(m):  
 dispersion[i] += (y[i][j] - y\_mean[i]) \*\* 2  
 dispersion[i] /= m  
 main\_deviation = ((2 \* (2 \* m - 2)) / (m \* (m - 4))) \*\* 0.5  
 f = []  
 for i in range(3):  
 if dispersion[i - 1] >= dispersion[i]:  
 f.append(dispersion[i - 1] / dispersion[i])  
 else:  
 f.append(dispersion[i] / dispersion[i - 1])  
 teta = []  
 for i in range(3):  
 teta.append((m - 2) / m \* f[i])  
 # print(teta)  
 r = []  
 for i in range(3):  
 r.append(abs(teta[i] - 1) / main\_deviation)  
 # print(r)  
 if (r[0] < d[m]) & (r[1] < d[m]) & (r[2] < d[m]):  
 return True  
 return False  
def normalized\_multiplier(x, y\_mean):  
 mx1 = (x[0][0] + x[1][0] + x[2][0]) / 3  
 mx2 = (x[0][1] + x[1][1] + x[2][1]) / 3  
 my = sum(y\_mean) / 3  
 # print(mx1, mx2, my)  
 a1 = (x[0][0] \*\* 2 + x[1][0] \*\* 2 + x[2][0] \*\* 2) / 3  
 a2 = (x[0][0] \* x[0][1] + x[1][0] \* x[1][1] + x[2][0] \* x[2][1]) / 3  
 a3 = (x[0][1] \*\* 2 + x[1][1] \*\* 2 + x[2][1] \*\* 2) / 3  
 # print(a1, a2, a3)  
 a11 = (x[0][0] \* y\_mean[0] + x[1][0] \* y\_mean[1] + x[2][0] \* y\_mean[2]) /3  
 a22 = (x[0][1] \* y\_mean[0] + x[1][1] \* y\_mean[1] + x[2][1] \* y\_mean[2]) /3  
 # print(a11, a22)  
 a = numpy.array([[1, mx1, mx2],  
 [mx1, a1, a2],  
 [mx2, a2, a3]])  
 c = numpy.array([[my], [a11], [a22]])  
 b = numpy.linalg.solve(a, c)  
 return b  
def naturalized\_multipliers(x1\_min, x1\_max, x2\_min, x2\_max, b):  
 dx1 = (x1\_max - x1\_min) / 2  
 dx2 = (x2\_max - x2\_min) / 2  
 x10 = (x1\_max + x1\_min) / 2  
 x20 = (x2\_max + x2\_min) / 2  
 a0 = b[0][0] - b[1][0] \* x10 / dx1 - b[2][0] \* x20 / dx2  
 a1 = b[1][0] / dx1  
 a2 = b[2][0] / dx2  
 return a0, a1, a2  
while k != 0:  
 y = [[random.randint(y\_min, y\_max) for i in range(m)] for j in range(3)]  
 print(y)  
 y\_mean = []  
 for i in range(3):  
 y\_mean.append(sum(y[i]) / m)  
 print(y\_mean)  
 if romanovski(m, d, y, y\_mean):  
 k = 0  
 else:  
 k = 1  
 m += 1  
b = normalized\_multiplier(xn, y\_mean)  
print(b)  
a = naturalized\_multipliers(x1\_min, x1\_max, x2\_min, x2\_max, b)  
print(a)  
tkinter.Label(text="y = b0 + b1 \* xн1 + b2 \* xн2").grid(columnspan=m + 2)  
tkinter.Label(text="xн1").grid()  
tkinter.Label(text="xн2").grid(row=1, column=1)  
for i in range(m):  
 tkinter.Label(text="yi" + str(i + 1)).grid(row=1, column=i + 2)  
tkinter.Label(text="-1").grid()  
tkinter.Label(text="-1").grid(row=2, column=1)  
tkinter.Label(text="-1").grid()  
tkinter.Label(text="1").grid(row=3, column=1)  
tkinter.Label(text="1").grid()  
tkinter.Label(text="-1").grid(row=4, column=1)  
for j in range(3):  
 for i in range(m):  
 tkinter.Label(text="{0:.2f}".format(y[j][i])).grid(row=j + 2, column=i + 2)  
tkinter.Label(text="Нормалізоване рівняння регресії:").grid(columnspan=m + 2)  
tkinter.Label(text="y = {0:.2f} + {1:.2f} \* xн1 + {2:.2f} \* xн2".format(b[0][0], b[1][0], b[2][0])).grid(columnspan=m + 2)  
tkinter.Label(text="Натуралізоване рівняння регресії:").grid(columnspan=m + 2)  
tkinter.Label(text="y = {0:.2f} + {1:.2f} \* x1 + {2:.2f} \*x2".format(\*a)).grid(columnspan=m + 2)  
tkinter.Label(text="Перевірка рівнянь:").grid(columnspan=m + 2)  
for i in range(3):  
 tkinter.Label(text="yc" + str(i + 1) + " =" + "{0:.2f}".format(y\_mean[i])).grid(columnspan=m + 2)  
 tkinter.Label(text="b0 + b1 \* xн1" + str(i + 1) + " + b2 \* xн2" + str(i + 1) + " = " + "{0:.2f}".format(b[0][0] + b[1][0] \* xn[i][0] + b[2][0] \* xn[i][1])).grid(columnspan=m + 2)  
 tkinter.Label(text="a0 + a1 \* x1" + str(i + 1) + " + a2 \* x2" + str(i + 1) + " = " + "{0:.2f}".format(a[0] + a[1] \* x[i][0] + a[2] \* x[i][1])).grid(columnspan=m + 2)  
root.mainloop()

Контрольні запитання

1) Що таке регресійні поліноми і де вони застосовуються?

2) Визначення однорідності дисперсії.

3) Що називається повним факторним експериментом?